Minutes
WERA-1001: Experiments in Survey

March 3 – 4, 2005

The third annual meeting of WCC1001 was convened by Chair Don Dillman at 8:00am on March 3, 2005 at Tucson Inn Suites. Present were:

Opening comments: Don Dillman opened by announcing that Dick Stubby died very recently. Dick was our Administrative Advisor when we first organized as a regional project W-183 (circa 1990). Plans for the meeting were outlined and an agenda approved. We began our meeting by discussing what we have been doing and what we would like to do in the near future.
What we are doing and what is to be done. Rob Robertson reported that he has a new Hatch Act (AES) proposal which will generate new projects. He is also involved in higher education challenge grants. Ginny Lesser will report on experiments and on the non-response paper, including her evidence of declining response rates over the past 36 months. She is doing a survey on transportation for disabilities. Steve is revising an NSF grant using web surveys. Marilyn Smith brought a number of studies dealing with scan-able survey instruments and web surveys. She is in a mentoring role, and she sees extension programs going to a higher level of rigor with closer links to research. Extension people are expected to get grants, and programs are expected to get certificated by showing that they are effective. It’s a medical model. Fred Lorenz reported on their efforts to develop a rural sampling capacity and a proposed “Pulse of Rural America” survey. They are looking for funding sources to initiate these efforts. Glenn Israel will report on last year’s experiments, including mode experiments. Glenn is interested in internet surveys, survey security and IRB concerns. He is also interested in visual display of data. Glen has been involved in extension evaluation, and has been worried about data quality and would like to discuss ways to do better. Don has been doing web experiments with 4 variations of web layout. Visual layout problems remain difficult, and it brings together usability and visual theory. He has data to show that visual groupings make a difference in responses. Don has also been working on cognitive designs for the Census. 
Web based survey issues. Don began by reporting on web surveys. Conceptually, the process of implementing web surveys can be divided into 5 steps: objectives, design, testing, launch and evaluation. The design portion is still difficult. Two goals are to have the same screen image for all respondents and to achieve 50% response. Under design, surveys must have a clear theme in order to engage the respondents; this isn’t as necessary in telephone surveys (just get them on the phone). Other objects include limiting the questionnaire to 25 questions so it can be completed in less than 10 minutes. Another problem is adequate sampling coverage: addresses are not complete (only 65% give e-mail addresses). In Don’s WSU sample, 64% of students have email addresses and 22% give home-town addresses. Now, $2 incentives are needed to get parents to connect the survey to their children at college. Email bounces back a lot and plans to handle it must be developed. Don’s people are using combinations of postal and email contacts. Thus, need mixed mode. In addition, the emails are sent in sequence over several days to defend against system failures and so that problems can be discovered and addressed before the whole sample is sent out. The surveys are laid out with one question per page, usually using Dream Weaver MX, and it contains a note “page 1 of 25,” etc. Cascade style sheets allow you to control for differences in computers, so that the pages always looks the same even if the computers are different. This means you can’t use fixed pixel widths; must use percentage widths. For security, respondents are assigned access codes, which also prevent people from submitting more than once. Don also has a “daily completes” menu that allows him to notice how many initiated and completed the survey. The daily completes is done in real time, so that if there are errors in programming they can be addressed immediately. The programming errors are mostly real time server problems. In Don’s survey, you can go back and you can re-enter. If you re-enter, you begin where you ended and can only go forward. Responses are entered into the surver immediately. Because students often have very slow interfaces, downloading can take a lot of time. By way of comparison, the postal survey got 46% responses and the web survey, which used postal alerts, got 64%. Multiple contacts still get more people to respond, so longer term strategies are still useful. 

Ginny reported on her Oregon web-mail survey on a hunter survey on changes in hunting regulations. They did mixed-mode vs mail surveys. She had names and addresses but no email. The study design had a sample of 4000 from 208,000, with information about gender, age and region of state. All got pre-letter; one group then got a cover letter + questionnaire, whereas the others got mail with website & ID. The web people had a postcard to return if they did not have web access. By mail, the initial response rate was 40% with an additional 7.5% and 16.7% returned in response to subsequent mailing. The initial response rate to the web survey was 21%, and subsequent follow-ups brought it up to 56%. Age is a factor: older people are more likely to respond but the oldest category does not like web surveys. Ginny noted that this was a long (8 page) questionnaire. Item non-response was actually lower on web (0.81%) than on paper (1.03%). 
Software and templates for Web Surveys: Marilyn reported on her Extension’s use of Survey Monkey. At their university, a program called “Extension (E) coffee shop” is being evaluated and they are using Survey Monkey. Survey Monkey is a template on the web. We pulled it up under Marilyn’s guidance. It allows one to type questions on-line. It does not give you the data; the owners of Survey Monkey collect it. They give you the data in summary form and you can download their spreadsheet. This suggests that there will be a proliferation of data gathering that is not handled under normal IRB procedures. The Journal of Extension has written about IRB, arguing for an exemption whereby the click “agree to participate” as a wavier from the traditional written informed consent. A general discussion of IRB concerns followed. 
State report: Florida. Glenn discussed web surveys of Extension Customer Satisfaction. He noted that 92% of the customers are “satisfied” or “strongly satisfied,” where a legislative goal is 90%. Glenn was intrigued with Don’s variability on box sizes in which respondents answer open-ended questions (reported last year). So questions 5b and 9 in Glenn’s survey used 4 different box sizes on open-ended (Glen handed out copies of the questionnaire and a set of tables with results). From the handout, Table 1(a) shows that there were no differences the number of responses generated, but the total number of words written was different (see also Table 1(b)). Also, the number of words outside of the box was larger with smaller boxes. Glenn noted that some people were really determined to keep their answers in the box. Don recalled that he replicated these results on web surveys, and raised the question whether more themes were developed as well as more words expressed. Marilyn suggested that a quality of comments may change as well as number of works themes. 
Glenn also examined the effects of the presence and absence of arrows to connect questions (Q13). Do arrows keep people on the right path (see table 2a)?  The chi-square was not significant. Question: is there a tendency to leave the 1st question blank if you are looking ahead to the follow up question? Table 2b looks at the follow up questions, whether there were missing answers or miss-matches. There were no significant differences. The next question was Q15 where one form used a blank box and the other used a cue (19__). People gave a 2 digit ambiguous responses (50) which could be age 50 or born in 50. Discussion followed about how to do other experiments of this type. Glenn also did variations of a response to a question about place of residence (Q#11 and Table 4). For responses, telephone interviews have recency effects, but here there are primacy effects. Question #14 had “pick one” vs. check all that apply, with no significant differences. Question #7 was also about response categories; see Table 6. Don added questionnaires on “Making community work” to build on the same theme. 
Thursday meeting adjourned. 

Friday morning opening comments. Don noted that we have a report due March 1 and we have to report impact. The USDA objective we best come under is to “support increased economic opportunities and improved quality of life in rural America.” We agreed that we would return to this theme at the end of the meeting and summarize our impacts this year.
Managing missing data. Ginny began by reporting on her work on non-response, questionnaire color and decline in response rates over time. She began by looking at mechanisms of non-response (MCAR, MAR, and NMR). There is not a “cookbook” formula to distinguish MAR from NMR, so we have to make design based adjustments, which requires modeling. Ginny reported the results of simulations with 15%, 30% and 50% missing data. With 15% and NMR, a 95% CI is really 74.5% using the Thompson adjustment. Three papers are at various stages of publication based on this work.
State report: Oregon. Ginny reported on a study for the State Historic Preservation office of the Oregon State Parks in which they mailed 172 black/white versions of questions and 172 green versions. There resulting adjusted response rates: black/white had 63.8% and green version was 71.9%, which is a difference with a p-value of 0.069. Don noted that a paper by Fox from several years ago found only green makes a difference, and Don did a study in which there were no differences. There are theoretical reasons for expecting differences relating to the idea of “figure ground:” color should better show up response space. Empty space stands out from the background and is easier to see. If its easier to see, respondents are more willing to complete it and less likely to miss questions. A new book by Donald Hoffman, Visual Intelligence, discusses this idea.
Ginny also reported on changes in response rates since June 2001 for the Oregon Department of Motor Vehicles (DMV) monthly survey.  For every month change, response rate decreases by 0.30% each month (3.5% per year), with consistent drops for both males and females, and by age (older answer more often; younger less often). All samples are independent and the questionnaires are identical. This is consistent with Tommy Brown’s study in New York. 

During the coming year, Ginny is going to do a study for the National Center for Accessible Transportation to investigate accessible transportation issues for people with disabilities. They will have a paper, phone and web questionnaire. The study is to compare results from 2 groups: convenience sample of disabled and a probability sample of individuals obtained through RDD but not a member of a disability association. The general population survey focuses on disabilities by using 7 screener questions. About 1/5 to 1/6 people have physical and mental disabilities. 
Modeling systematic method variance. Fred reported his work with multi-trait, multi-method matrices. He reported applying Campbell & Fiske’s (1959) MTMM matrix to observational and pencil & paper reports of hostile behaviors among young couples. The results showed that correlations between observational data and pencil & paper reports of hostility “in the observational setting” were twice as large as the correlations between observation and pencil & paper “during the past month.” The committee speculated about whether this approach to modeling random and systematic error could be applied to experiments using different modes of data collection. Can we apply MTMM to multiple modes: can we use this to estimate “web effects,” “telephone effects” and “mail effects?” 
State report: New Hampshire. Rob reported on future Northeast Consortium (NEC) projects dealing with public involvement in coastal community and recreational activities. He is documenting scientists and fishermen’s experience with the experiment station. He also has web-based projects with state tourism plans, harmful algae blooms, social science needs for National Marine and Fishing Service (NMFS), and public advisory committees. These projects all use mail surveys. New projects will be done for the Washington Suburban Sanitary Commission, which will focus on 500,000 households. One new study will likely use the web-survey to estimate customer satisfaction, and they may use incentives to complete the survey. One approach to incentives is to compare a $2 incentive sent with the approach letter and to a $20 lottery. 
Check all vs forced choice. Don reported on his work on “check all that apply” vs a list of forced choice (answer yes/no to each item in a list). A year ago, we found that you get more affirmative responses on forced choice (yes/no) than in check all that apply (avg 5 vs 4). This applies to web surveys and mail. Why? Explanations include satisficing (expect fewer end checks on check all that apply), deeper processing in forced choice, and acquiescence. Satisficing is checked by reversing the order of the list. The means were 3.89 vs 3.75 for the original and reverse order. But only one of 5 items was significant. Overall, satisficing does not seem to be an explanation; no consistent evidence of primacy. Next, it took more time to do “check all that apply” but not significantly more in force choice, and it does not seem to be related to number checked. Overall, forced choice takes longer to complete, and time to competing is related to more affirmative choices. Don examined the details of these patterns and is preparing a paper. The end conclusion was that weak satisficing and depth processing appear to be linked; force choice may force more depth processing. The acquiescence effects predict that yes/no might make people more likely to say yes. So they added a “don’t know” category and not much happened; the “don’t knows” didn’t change yes responses; it took from the no’s. 
Concluding discussion: The committee returned to the final report. The committee best fits the USDA objective to “support increased economic opportunities and improved quality of life in rural America.” In general terms, the report should recall that the goal of the committee is to improve the quality of rural and agricultural surveys, and this entails two activities. The first is to identifying conditions that affect responses to questionnaires and identifying situations where the responses to questions are susceptible to characteristics of the mode used to collect the data, the order in which data are collected and the response formats. The second is to experiment with factors that affect response rates and response patterns so that we can explain and anticipate problems. Our goal is to provide survey researchers with advice. Committee members than recalled what the major findings were and speculated about their implications. Don agreed to incorporate the results of this year’s experiments and discussion into a summary report.
The committee concluded by discussing planned experiments for next year. Next year’s meeting is scheduled for March 2 – 3, 2006 at the Best Western Inn Suites in Tucson. 
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